Local Tetra Patterns: A New Feature Descriptor for Content-Based Image Retrieval
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**ABSTRACT**— In this paper, we propose a novel image indexing and retrieval algorithm using local tetra patterns (LTrPs) for content-based image retrieval (CBIR). The standard local binary pattern (LBP) and local ternary pattern (LTP) encode the relationship between the referenced pixel and its surrounding neighbors by computing gray-level difference. The proposed method encodes the relationship between the referenced pixel and its neighbors, based on the directions that are calculated using the first-order derivatives in vertical and horizontal directions. In addition, we propose a generic strategy to compute th-order LTrP using th-order horizontal and vertical derivatives for efficient CBIR and analyze the effectiveness of our proposed algorithm by combining it with the Gabor transform. The performance of the proposed method is compared with the LBP, the local derivative patterns, and the LTP based on the results obtained using benchmark image databases viz., Corel 1000 database (DB1), Brodatz texture database (DB2), and MIT VisTex database (DB3). Performance analysis shows that the proposed method improves the retrieval result from 70.34%/44.9% to 75.9%/48.7% in terms of average precision/average recall on database DB1, and from 79.97% to 85.30% and 82.23% to 90.02% in terms of average retrieval rate on databases DB2 and DB3, respectively, as compared with the standard LBP.
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I. INTRODUCTION

**A. Motivation**

The explosive growth of digital libraries due to Web cameras, digital cameras, and mobile phones equipped with such devices is making the database management by human annotation an extremely tedious and clumsy task. Thus, Manuscript received June 11, 2011; revised September 23, 2011, January 14, 2012, and February 09, 2012; accepted February 14, 2012. Date of publication April 03, 2012; date of current version April 18, 2012. This work was supported by the Ministry of Human Resource and Development India under Grant MHR-02-23-200 (429). The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Bulent Sankur. S. Murala is with the Instrumentation and Signal Processing Laboratory, Department of Electrical Engineering, Indian Institute of Technology Roorkee, Roorkee 247667, India (e-mail: subbumurala@gmail.com; subbudee@iitr.ernet.in).

R. P. Maheshwari is with the Department of Electrical Engineering, Indian Institute of Technology Roorkee, Roorkee 247667, India (e-mail: rudrafee@iitr.ernet.in; rpmaheshwari@gmail.com). R. Balasubramanian is with the Department of Mathematics, Indian Institute of Technology Roorkee, Roorkee 247667, India (e-mail: balarfma@iitr.ernet.in). Color versions of one or more of the figures in this paper are available online at [http://ieeexplore.ieee.org](http://ieeexplore.ieee.org). Digital Object Identifier 10.1109/TIP.2012.2188809 there exists a dire need for developing an efficient expert technique that can automatically search the desired image from the huge database. Content-based image retrieval (CBIR) is one of the commonly adopted solutions...
The feature extraction in CBIR is a prominent step whose effectiveness depends upon the method adopted for extracting features from given images. The CBIR utilizes visual contents of an image such as color, texture, shape, faces, spatial layout, etc., to represent and index the image database. These features can be further classified as general features such as color, texture, and shape, and domain-specific features such as human faces, fingerprints, etc. The difficulty to find a single best representation of an image for all perceptual subjectivity is due to the fact that the user may take photographs in different conditions such as view angle, illumination changes, etc. A comprehensive and extensive literature survey on CBIR is presented in [1]–[4]. Texture analysis has been extensively used in computer vision and pattern recognition applications due to its potential in extracting the prominent features. Moghaddam et al. have introduced the concept of wavelet correlogram [5], [6] and have further shown that the performance improvement can be obtained by optimizing the quantization thresholds [7] using genetic algorithm for CBIR application. Texture retrieval is a branch of texture analysis that was attracted wide attention from industries since this is well suited for the identification of products such as ceramic tiles, marble, parquet slabs, etc. Ahmadian et al. have used the discrete wavelet transform (DWT) for texture classification [8]. The application of the DWT using generalized Gaussian density with Kullback–Leibler distance has shown to provide efficient results for texture image retrieval [9] and image segmentation [10]. However, the DWT can extract only three directional (horizontal, vertical, and diagonal) information from an image. To address this directional limitation, Gabor transform (GT) [11], rotated wavelet filters [12], dual-tree complex wavelet filters (DT-CWFs), DT rotated CWFs [13], and rotational invariant complex wavelet filters [14] have been proposed for texture image retrieval.

B. Related Work

The local binary pattern (LBP) feature has emerged as a silver lining in the field of texture classification and retrieval. Ojala et al. proposed LBPs [15], which are converted to a rotational invariant version for texture classification [16], [17]. Various extensions of the LBP, such as LBP variance with global matching [18], dominant LBPs [19], completed LBPs [20], joint distribution of local patterns with Gaussian mixtures [21], etc., are proposed for rotational invariant texture classification. The LBP operator on facial expression analysis and recognition is successfully reported in [22] and [23]. Xi Li et al. proposed a multiscale heat-kernel-based face representation as heat kernels are known to perform well in characterizing the topological structural information of face appearance. Furthermore, the LBP descriptor is incorporated into multiscale heat-kernel face representation for the purpose of capturing texture information of the face appearance [24]. Zhang et al. proposed local derivative patterns (LDPs) for face recognition, where they considered the LBP as nondirectional first-order local patterns collected from the first-order derivatives and extended the same approach for th order LDPs [25]. Lei et al. [26] proved that exploiting the image information jointly in image space, scale, and orientation domains can provide richer clues, which are not evident in any one individual domain. This process involves two phases. In the first phase, the face image is decomposed into different scale and orientation responses by convolving with multiscale and multiorientation Gabor filters. In the second phase, LBP analysis is used to describe the neighboring relationship not only in image space but also in different scale and orientation responses. Zhao et al. proposed a local spatiotemporal descriptor using the LBP to represent and recognize spoken isolated phrases solely based on visual input [27]. Spatiotemporal LBPs extracted from mouth regions are used for describing isolated phrase sequences. Su et al. proposed the hybrid technique for graphic retrieval with the LBP and the Haar wavelet referred as structured local binary Haar pattern that encodes the polarity rather than the magnitude of the difference between accumulated gray values of adjacent rectangles [28]. The LBP has been also used for texture segmentation [29], background modeling and detection [30], shape localization [31], interest region description [32], and biomedical image retrieval [33]. The versions of the LBP and the LDP in the open literature cannot adequately deal with the range of appearance variations.
that commonly occur in unconstrained natural images due to illumination, pose, facial expression, aging, partial occlusions, etc. In order to address this problem, the local ternary pattern (LTP) [34] has been introduced for face recognition under different lighting conditions.

The LBP, the LDP, and the LTP extract the information based on the distribution of edges, which are coded using only two directions (positive direction or negative direction). Thus, it is evident that the performance of these methods can be improved by differentiating the edges in more than two directions. This observation has motivated us to propose the four direction code, referred to as local tetra patterns (LTrPs) for CBIR.

C. Main Contribution

In this paper, we propose a second-order LTrP that is calculated based on the direction of pixels using horizontal and vertical derivatives. Our method is different from the existing LDP in a manner that it makes use of 0 and 90 derivatives of LDPs for further calculating the directionality of each pixel. The performance resulting from the combination of the GT and the LTrP has been also analyzed. Finally, the generalized th-order LTrP. In the LTP, the obtained ternary pattern is further coded into upper and lower binary patterns. The upper pattern is obtained by retaining 1 and replacing 0 for 1 and 0. Lower pattern is coded by replacing 1 with 1 and 0 for 1 and 0.

Fig. 1 Calculation of the LBP and LTP operators.

Operator has been presented by using th-order derivatives The performance of our method is compared with the LBP, the LDP, and the LTP by conducting three experiments on different image database. Similar to LDP, in order to compare our method with the LBP, we consider the LBP as a non-directional first-order local pattern called the first-order LTrP. The organization of this paper is as follows: In Section I, a brief review of the texture image retrieval and of related work is given. Section II presents a concise review of local patterns (the LBP, the LDP, the LTP, and the LTrP). Section III presents the concept of multiscale feature extraction, proposed system framework, and query matching. Experimental results and discussions are presented in Section IV, and finally, in Section V, we conclude with the summary of this paper and indicate possible future work.

II. LOCAL PATTERNS

A. LBPs

LBP operator was introduced by in [16] for texture classification. Given a center pixel in the image, the LBP value is computed by comparing its gray value with its neighbors, as shown in Fig. 1, based on

$$LBP_{p,R} = \sum_{r=1}^{P} 2^{(r-1)} \times f_1(g_p - q_r)$$

(1)

$$f_1(x) = \begin{cases} 
1, & x \geq 0 \\
0, & \text{else}
\end{cases}$$

(2)

Where $g_c$ is the gray value of the center pixel, $q_r$ is the gray value of its neighbors, $P$ is the number of neighbors, and $R$ is the radius of the neighborhood.
B. LTPs
Tan and Triggs [34] extended the LBP to a three-valued code called the LTP, \( g_c \), in which gray values in the zone of width +t around are quantized to zero, those above \( (g_c + t) \) are quantized to +1, and those \( (g_c - t) \) below are quantized to -1, i.e., indicator \( f_1(x) \) is replaced with three-valued function (3) and the binary LBP code is replaced by a ternary LTP code, as shown in Fig. 1.

\[
\hat{f}_1(x, g_c, t) = \begin{cases} 
+1, & x \geq g_c + t \\
0, & |x - g_c| < t \\
-1, & x \leq g_c - t 
\end{cases} \quad x = g_p.
\]

i.e.,

More details about LTP can be found in [34].

C. LDPs
Zhang et al. proposed the LDPs for face recognition [25]. They considered the LBP as the no directional first-order local pattern operator and extended it to higher orders (th-order) called the LDP. The LDP contains more detailed discriminative features as compared with the LBP. To calculate the th-order LDP, the \((n-1)\) th-order derivatives are calculated along 0°, 45°, 90°, and 135° directions, denoted as . Finally, th-order LDP is calculated as

\[
\text{LDP}_p^n(g_c) = \sum_{p=1}^{4} \pi^{(p-1)} \times f_2(I^{(n-1)}(g_c), I^{(n-1)}(g_p)) \quad p = 8
\]

The detailed discussion and the sample example for the LDP calculation are available in [25].

D. LTrPs
The idea of local patterns (the LBP, the LDP, and the LTP) proposed in [16], [25], and [34] has been adopted to define LTrPs. The LTrP describes the spatial structure of the local texture using the direction of the center gray pixel. Given image , I the first-order derivatives along 0° and 90° directions are denoted as \( I^1_{g_p}(g_{c})|_{0=0^o, 90^o} \). Let \( g_c \) denote the center pixel in \( g_h \) and \( g_v \) let and denote the horizontal and vertical neighborhoods of \( g_c \), respectively. Then, the first-order derivatives at the center pixel \( g_c \) can be written as

\[
I^1_{g_h}(g_c) = I(g_h) - I(g_c) \quad (6)
\]

\[
I^1_{g_v}(g_c) = I(g_v) - I(g_c) \quad (7)
\]

and the direction of the center pixel can be calculated as

\[
I^1_{\text{dir}}(g_c) = \begin{cases} 
1, & I^1_{g_h}(g_c) \geq 0 \text{ and } I^1_{g_v}(g_c) \geq 0 \\
2, & I^1_{g_h}(g_c) < 0 \text{ and } I^1_{g_v}(g_c) \geq 0 \\
3, & I^1_{g_h}(g_c) < 0 \text{ and } I^1_{g_v}(g_c) < 0 \\
4, & I^1_{g_h}(g_c) \geq 0 \text{ and } I^1_{g_v}(g_c) < 0
\end{cases}
\]

(8)

From (8), it is evident that the possible direction for each center pixel can be either 1, 2, 3, or 4, and eventually, the image is converted into four values, i.e., directions. The second-order LTrP² (q_c)defined as

\[
\text{LTrP}^2(g_c) = \{ f_3 \left( I^1_{\text{dir}}(g_c), I^1_{\text{dir}}(g_1) \right), f_3 \left( I^1_{\text{dir}}(g_c), I^1_{\text{dir}}(g_2) \right), \ldots, f_3 \left( I^1_{\text{dir}}(g_c), I^1_{\text{dir}}(g_9) \right) \} |_{p=8}
\]

(9)

\[
f_3(I^1_{\text{dir}}(g_c), I^1_{\text{dir}}(g_p)) = \begin{cases} 
0, & I^1_{\text{dir}}(g_c) = I^1_{\text{dir}}(g_p) \\
1, & \text{else}
\end{cases}
\]

(10)
From (9) and (10), we get 8-bit tetra pattern for each center pixel. Then, we separate all patterns into four parts based on the direction of center pixel. Finally, the tetra patterns for each part (direction) are converted to three binary patterns. Let the direction of center pixel obtained using (8) be “1”; then, can be defined by segregating it into three binary patterns as follows:

$$\sum_{p=1}^{P} 2^{(p-1)} \times f_4 (|LTTP^2(g_{1p})|) |_{\text{Direction} = 2,3,4}$$

$$f_4 (|LTTP^2(g_{1p})|) |_{\text{Direction} = 0} = \begin{cases} 1, & \text{if} |LTTP^2(g_{1p})| = \phi \\ 0, & \text{else} \end{cases}$$

where .
Similarly, the other three tetra patterns for remaining three directions (parts) of center pixels are converted to binary patterns. Thus, we get 12 (4 * 3) binary patterns.

Guo et al. [20] used the magnitude component of the local difference operator to propose the magnitude LBP, along with the sign LBP for texture classification. They proved that, although the sign component extracts more useful information as compared with the magnitude component, exploiting the combination of sign and magnitude components can provide better clues, which are not evident in any one individual component. This concept has motivated us to propose the 13th binary pattern (LP) by using the magnitudes of horizontal and vertical first-order derivatives using

$$M_{P^1(g_k)} = \sqrt{(f_{P^1}^h(g_k))^2 + (f_{P^1}^v(g_k))^2}$$

$$LP = \sum_{p=1}^{P} 2^{(p-1)} \times f_1 (M_{P^1(g_k)} - M_{P^1(g_{1p})})$$

For the local pattern with neighborhoods, $2^p$ combinations of LBPs are possible, resulting in the feature vector length of $2^P$. The computational cost of this feature vector is very high. In order to reduce the computational cost, we consider the uniform patterns [18]. The uniform pattern refers to the uniform appearance pattern that has limited discontinuities in the circular binary representation. In this paper, those patterns that have less than or equal to two discontinuities in the circular binary representation are referred to as the uniform patterns, and the remaining patterns are referred to as nonuniform. Thus, the distinct uniform patterns for a given query image would be . The possible uniform patterns P=8 for can be seen in [18]. After identifying the local pattern PTN (the LBP, the LTP, the LDP, or the 13-binary-pattern form LTrP), the whole image is represented by building a histogram using

$$H_{P^1}(i) = \frac{1}{N_1 \times N_2} \sum_{j=1}^{N_1} \sum_{k=1}^{N_2} f_5 (\text{PTN}(j,k),i) ;$$

$$f_5(x,y) = \begin{cases} 1, & \text{if } x = y \\ 0, & \text{else} \end{cases}$$

Where $(N_1 \times N_2)$ represents the size of the input image.

Fig. 2 Calculation of tetra pattern bits for the center-pixel direction “1” using the direction of neighbors. Direction of (red) the center pixel and (cyan) that its neighborhood pixels.
Fig. 3. Example to obtain the tetra and magnitude patterns.

For generating a tetra pattern, the bit is coded with the direction of neighbor when the direction of the center pixel and its neighbor are different, otherwise “0.” For the magnitude pattern, the bit is coded with “1” when the magnitude of the center pixel is less than the magnitude of its neighbor, otherwise “0.” Fig. 2 illustrates the possible local pattern transitions resulting in an LTrP for direction “1” of the center pixel. The LTrP is coded to “0” when it is equal to the direction of center pixel, otherwise coded in the direction of neighborhood pixel. Using the same analogy, LTrPs are calculated for center pixels having directions 2, 3, and 4. An example of the second-order LTrP computation resulting in direction “1” for a center pixel marked with red has been illustrated in Fig. 3. When we apply first-order derivative in horizontal and vertical directions to the neighborhood pixel “8,” we obtain direction “3” and magnitude “9.2.” Since the direction of the center pixel and the direction obtained from the neighborhood pixel are not same, we assign value “3” to the corresponding bit of the LTrP. It can be seen that the magnitude of the center pixel is “6,” which is less than the magnitude of neighborhood pixel. Hence, we assign value “1” to the corresponding bit of the magnitude pattern. Similarly, the remaining bits of the LTrP and the magnitude pattern for the other seven neighbors are computed resulting in the tetra pattern “3 0 3 4 0 3 2 0” and the magnitude binary pattern “1 1 1 0 1 0 1.” After coding the tetra pattern, we separate it into three binary patterns as follows. Referring to the generated LTrP, the first pattern is obtained by keeping “1” where the tetra pattern value is “2” and “0” for other values, i.e., “0 0 0 0 0 1 0.” Similarly, the other two binary patterns “1 0 1 0 0 1 0 0” and “0 0 0 1 0 0 0 0” are computed for tetra pattern values “3” and “4,” respectively. In the same way, tetra patterns for center pixels having directions 2, 3, and 4 are computed. Thus, with four tetra patterns, 12 binary patterns are obtained. The 13th binary pattern is obtained from the magnitude of the first-order derivatives.

Fig. 4. Each pixel of the original image is considered as the center pixel, and it is coded by using the LBP, LTP, LDP, and LTrP descriptors with the help of
neighbors. The possible values of various descriptors are in between 0 to 255, which are further used for dimension reduction by uniform patterns. The LTrP extracts additional directional information, as compared with other patterns.

E. $N$th-Order LTrPs

To calculate the third-order tetra pattern, initially, the second order derivatives along horizontal and vertical directions, denoted as $I_{0}^{2}$ and $I_{90}^{2}$ are computed. Using these derivatives, the third-order tetra pattern is $LTrP^{3}$ defined as

$$LTrP^{3}(g_{c}) = \{f_{3}(I_{00}^{0}, I_{00}^{90}), f_{3}(I_{00}^{0}, I_{00}^{90}), f_{3}(I_{00}^{0}, I_{00}^{90})\} \bigg|_{p=8}.$$  

The generalized formulation for the th-order LTrP can be defined by using $(n-1)$ th-order derivatives in horizontal and vertical directions $I_{0}^{n-1}$ as

$$LTrP^{n}(g_{c}) = \{f_{n}(I_{00}^{n-1}, I_{00}^{n-1}), f_{n}(I_{00}^{n-1}, I_{00}^{n-1}), f_{n}(I_{00}^{n-1}, I_{00}^{n-1})\} \bigg|_{p=8}.$$  

The higher order LTrPs have the capability to extract more detailed information as compared with lower order LTrPs. However, it has been observed that the second-order LTrP provides better performance as compared with higher order LTrPs (refer to Section IV). This is primarily because higher order LTrPs are more sensitive to noise. Fig. 4 illustrates the results obtained by applying the LBP, LTP, LDP, and LTrP operators on a reference image. The reference image has been chosen since it provides the results that are visibly comprehensible to differentiate the effectiveness of these approaches. It can be observed that the second-order LTrP operator is able to extract detailed directional information, as compared with second-order LDP, LBP, and LTP operators.

F. Advantages of the LTrP Over Other Patterns

The advantages of the LTrP over the LBP, the LDP, and the LTP can be justified with the help of three points.

1) The LBP, the LDP, and the LTP are able to encode image with only two (either “0” or “1”), two (either “0” or “1”), and three (“0,” “1,” or “1”) distinct values, respectively. However, the LTrP is able to encode images with four distinct values as it is able to extract more detailed information (refer to Fig. 4).

2) The LBP and the LTP encode the relationship between the gray value of the center pixel and its neighbors, whereas the LTrP encodes the relationship between the center pixel and its neighbors based on directions that are calculated with the help of $(n-1)$ th-order derivatives.

3) The LDP encodes the relationship between the $(n-1)$ th-order derivatives of the center pixel and its neighbors in $0^{0}$, $45^{0}$, $90^{0}$, and $135^{0}$ directions separately, whereas the LTrP encodes the relationship based on the direction of the center pixel and its neighbors, which are calculated by combining $(n-1)$ th-order derivatives of the $0^{0}$ and $90^{0}$ directions.

III. MULTISCALE FEATURE EXTRACTION

The GT can provide good directional information for texture analysis. Furthermore, the LDP, LTP, and LBP methods also make use of the GT to analyze the effectiveness of their methods for applications in pattern recognition. Thus, in order to compare our results with the aforementioned methods, we have presented the analysis of our method (the LTrP) with the GT.

A. GT
Subrahmanyam et al. [35] have given the spatial implementation of the GT. A 2-D Gabor function is a Gaussian modulated by a complex sinusoid. It can be specified by the frequency of sinusoid and the standard deviations and of the Gaussian envelope as follows:

\[ G_{mb}(x, y) = \sum_{s} \sum_{t} f ((x - s, y - t)) \psi_{mb}(s, t). \]  

The response of the Gabor filter is the convolution of the Gabor window with image and is given by

\[ \psi(x, y) = \frac{1}{2\pi \sigma_x \sigma_y} e^{-\frac{1}{2}[(x^2/\sigma_x^2 + y^2/\sigma_y^2) + 2\pi j \omega_x]}. \]

### B. Proposed System Framework

Fig. 5 illustrates the flowchart of the proposed image retrieval system and algorithm as given below.

**Algorithm:**

**Input:** Query image; **Output:** Retrieval result

1. Load the image, and convert it into grayscale.
2. Apply the first-order derivatives in horizontal and vertical axis.
3. Calculate the direction for every pixel.
4. Divide the patterns into four parts based on the direction of the center pixel.
5. Calculate the tetra patterns, and separate them into three binary patterns.
6. Calculate the histograms of binary patterns.
7. Calculate the magnitudes of center pixels using (13).
8. Construct the binary patterns, and calculate their histogram.
9. Combine the histograms calculated from steps 6 and 8.
10. Construct the feature vector.
11. Compare the query image with the images in the database using (24).
12. Retrieve the images based on the best matches.

This algorithm is also applied on Gabor wavelet subbands (with three scales and two directions) for GLTrP.

### IV. CONCLUSION

In this experiment, database DB3 is used, which consists of 40 different textures collected from the MIT VisTex database [39]. The size of each texture is 512 * 512. Each 512 * 512 image is divided into sixteen 128 * 128 nonoverlapping subimages, thus creating a database of 640 (40 * 16) images. The performance of the proposed method is measured in terms of ARR computed using (30). Database DB3 has been used to compare the performance of the LTrP with other existing methods (the LTP, the LDP, and the LBP) with and without GT. From Table I, it is evident that the LTrP/GLTrP outperforms other existing methods. Fig. 12 shows the graphs illustrating the retrieval performance of the LTrP/GLTrP and other existing methods as a function of the number of top matches. Fig. 13 shows the comparison between different orders of LTrPs and LDPs with and without GT in terms of ARR. From Table I and Figs. 12 and 13, it is evident that the LTrP/GLTrP yields better performance as compared with the other existing methods.
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